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The K-means algorithm plays a basic role in non-hierarchical clustering of data sets [1,2]. In this ap-
proach K subsets (clusters) Ck are enhanced from a given data set C (C1∪...∪CK =C; Ck∩Cl = φ, i f k 6= l)
during a multistage process. The final clusters Ck result from a sequence of current clusters Ck[l] modifi-
cations (l = 1,2, ...). The current clusters Ck[l] are defined during the l-th stage of the clustering process.
The number K of clusters Ck[l] is usually fixed at the beginning of the clustering process.

Each stage of the clustering process consists of two steps. During the first step the centers (“means”)
mk[l] of current clusters Ck[l] are computed. During the next stage, the membership of all elements (fea-
ture vectors) x j of each current cluster Ck[l] is verified and possibly changed in accordance with the
principle of the nearest center. The principle of the nearest center means that each element x j of the data
set C (x j ∈C) is classified to this cluster Ck[l] for which the distance ρ(x j,mk[l]) between the vector x j

and the center mk[l] is minimal. Replacement of the set Ck[l] by Ck[l +1] usually results in some modifi-
cation of the center mk[l]. The outcome of the K-means procedure depends among others on the type of
the distance function ρ(x j,mk[l]) used in finding of the nearest (the most similar) center mk[l]. Both the
Euclidean distance ρE(x j,mk[l]) as well as the non-Euclidean measures of similarity can be used in the
K-means algorithm [6].

The presented K-plans algorithm can be treated as some kind of modification of the K-means algo-
rithm. The centers mk[l] of current clusters Ck[l] are replaced by the central hyperplanes H(wk[l],θk[l])

H(wk[l],θk[l]) = {x : wk[l]T x = θk[l]} . (1)

where x is the feature vector (x ∈ Rn), wk = [wk1, ...,wkn]T ∈ Rn is the weight vector, θk ∈ R1 is the
threshold, and (wk[l])T x is the inner product.

The distance ρ(x j;wk[l],θk[l]) of the feature vector x− j from the hyperplanes H(wk[l],θk[l]) can be
computed in the following manner:

ρ(x j;wk[l],θk[l]) = |wk[l]T x j/‖wk[l]‖−θk[l]/‖wk[l]‖| (2)

The central hyperplane H(wk[l],θk[l]) (1) should represent the current cluster Ck[l]. Such hyperplanes
can be defined through the minimization of the convex and piecewise linear (CPL) criterion functions
Φk(w) [6]:

Φk(w) = ∑
j∈Jk

α jϕ j(w), where k = 1, ...,K (3)

where Jk is the set of indices j of such feature vectors x j which belong to the current cluster Ck[l] and
ϕ j(w) is the penalty function related to the feature vector x j:

(∀x j ∈C) ϕ j(w) =
δ−wT x j i f wT x j ≤ δ

wT x j−δ i f wT x j > δ
(4)
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where δ is some parameter (margin) (δ ∈ R). The positive parameters α j in the functions Φk(w) (3) and
can be treated as the prices of particular feature vectors x j.

The basis exchange algorithms which are similar to linear programming allow to find the minimum
of the criterion functions Φk(w) (3) efficiently, even in the case of large, multidimensional sets Ck[l] [5].

(∃w∗k) (∀w) Φk(w)≤Φk(w∗k) = Φ
∗
k (5)

It can be proved that the minimal value Φ∗k of the criterion functions Φk(w) (3) is equal to zero
(Φ∗k = 0) if and only if all the feature vectors x j from the sets Ck[l] can be situated on some hyperplane
H(wk[l],θk[l]) (1) with θ = 0 [].

The optimal vectors w∗k (5) constitute the minimal values Φ∗k of the criterion functions Φk(w) (3) which
are defined on the current clusters Ck[l]. Each vector w∗k (5) also allows to determine the central hyperplane
H(wk[l],δ) (1) of the set Ck1[l]. In the next stage clusters Ck[l +1] can be defined in accordance with the
principle of the nearest central hyperplane H(w∗k ,δ). The set Ck[l + 1] contains such feature vectors x j

for which the distance ρ(x j;w∗k ,δ) (2) between the vector x j and the central hyperplane H(wk[l],δ) is the
minimal one. In this way, the iterative procedure similar to the K-means algorithm can be implemented.
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